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Neuron Interpretation aims to understand
How is knowledge structured within neural network representations?

Open Challenges

Definitions
• Neuron: Output of a single dimension from any neural 

network component (blocks, layers, attention)
• Concept: A group of words that are coherent w.r.t a linguistic 

property (Nouns, Professions, etc)

Findings

Applications

Classification Criteria:
• Does the method provide global or local interpretation?
• Input and Output e.g. a set of neurons or concepts
• Scalability: Can the method be scaled to a larger set of 

neurons?
• Does the method require human-in-the-loop?
• Does the method require supervised data?
• Is the interpretation connected to model’s prediction?

https://neurox.qcri.org

• Model Control
○ Changing tense in output translations from 

present to past-tense in an NMT model
• Model Distillation
○ Efficient Feature-based transfer learning

• Domain Adaptation
○ Prune unimportant neurons or finetune 

with frozen salient neurons
• Compositional Explanations

Comparison of various neuron interpretation methods


