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Interpretation of Deep Learning Models can be broadly divided into two branches 
Representation Analysis                           Attribution AnalysisBackground

What is learned by 
a model?

What is used by a 
model to predict?

Provide a holistic view into the model by combining
representation and attribution analysisGoal

Architecture Try it out

https://nxplain.qcri.org

Try it out

Start understanding 
your models today!

   

Leverage Latent Concept Analysis [1], Concept Alignment [2]
and Attribution Analysis [3] to explain what knowledge a model

has learned and how does it use the knowledge to make predictions
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