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Interpretation of deep NLP models is important
to build trustworthy systems and to understand

why and how they work
 

Neuron Interpretation aims to understand
How is knowledge structured within neural network representations?

Numerous Approaches Exist for Neuron Interpretation
 

Probeless         IoU Probe         Lasso Probe         Ridge Probe
LCA Probe         Gaussian Probe         Mean Select

 

Goal is to discover salient neurons of a network
with respect to any given concept

Problem: Evaluating and Comparing Methods is Difficult!

Standard 
benchmarks 
and metrics 
do not exist

Creating a 
benchmark 
for "correct 
neurons" is 
challenging 

and 
infeasibleWhich ranking is more accurate?

Probeless 17 53 1

53 77 17

…

…LCA Probe

Salient Neurons

Can Voting Be Used as an Evaluation Metric?
 

Results

Both Metrics show similar patterns.
Probeless is most compatible with 

other methods

Pairwise analysis shows Probeless and LCA 
agree with each other a lot, even with very 
different underlying theoretical mechanics

A viable approach can be to assess the compatibility among the 
methods using voting. Neurons that are commonly discovered by 

different interpretation methods should be more informative than others!

Compatibility trends are consistent 
across models

LCA and Lasso both showed a substantial 
drop in their compatibility scores for the 

12th layer

Salient neurons are usually evaluated manually, or by 
training classifiers using selected neurons
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