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All standard task 
types

Classification, regression, 
sequence tagging

Models
Extensible with custom 

model provider 
implementations
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● GPT-4 outperforms other models in majority of the NLP tasks
● GPT-4 reduces performance gap with SOTA in the few-shot setting
● MSA vs Dialect: The gaps in LLMs’ performance between MSA and 

dialectal datasets are more pronounced, indicating ineffectiveness of 
LLMs for under-represented dialects

● Patterns of errors in sequence tagging tasks like segmentation, POS 
tagging, and NER:
○ deviations in the output format
○ instances where responses included extra or omitted tokens
○ issues with generated output labels (Arabic instead of English)

● Models occasionally produced outputs that fell outside the 
predefined set of labels

Few-shot results across seven different 
datasets

Semantic vs. Syntactic 
Task Differences

Native Language Prompts
We observed increased performance (1%) in three out of 
seven datasets compared to their counterparts with English 
prompts

Number of Shots Speech Tasks
● Performance 

is heavily 
dependent on 
the models’ 
parameters

●  USM model 
performs 
comparably 
with SOTA for 
MSA

● Both models 
show a 
performance 
gap when 
dealing with 
dialects

● Fine tuning 
with 2 hours 
of speech 
improves the 
performance 
significantly

● The Gap between SOTA and the three LLMs for POS (a 
syntactic task) is considerably larger than for MT (a 
semantic task)

● The gap is much lower for semantic tasks compared 
to syntactic tasks, on average, across the three LLMs

Study Design

Findings

Goal: Benchmark LLMs performance on Arabic 
AI and compare to SOTA models.

Modalities:
● Speech Processing: ASR, TTS
● NLP tasks: ranging from sequence tagging 

and content classification across different 
domains


